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Abstract—Requirements on the software for computer-aided logical design of automatic control
were formulated and assumed as a basis of the software concept. According to this concept, the
software for the computer-aided logical design of automatic control should have two levels: the
environment of the control system designer and the (researcher) environment for development
and updating of the first level. Realization of the concept was illustrated by the GAMMA-2RS
system.

1. INTRODUCTION

Logical design of control is one of the most important stages of designing [1] any automatic
control system. The software for automation of this stage was developed over the four recent
decades. By the mid-1980’s several dozens of application packages had been developed for analysis
of the automatic control systems, identification, controller design, and so on. In particular, the
domestic packages DISPAS [2], SAPRAS [3], RADIUS-2 [4] and GAMMA [5-8] as well as their
foreign counterparts such as IDPAC, CYNPAC, KEDDS, and MATLAB deserve mentioning. The
former are described in the reference book [1], and the latter, in [9].

Among the foreign systems for logical design of automation, MATLAB [10, 11] came to the
forefront over the last decade owing its efficient high-level programming language which enables
fast design of the software for the methods of the automatic control theory. The software of the
traditional methods of the automatic control theory that was incorporated in the aforementioned
foreign packages has been recreated in MATLAB. Additionally, MATLAB includes the software
for newer methods such as the H* suboptimal control, p-analysis and design, robust control,
and so on.

The designers of physical automatic control systems wishing to use MATLAB for logical design
meet with some difficulties:

(a) they should have an intimate knowledge of the control theory in order to choose—depending
on the problem at hand—the uncertain parameters of the method used such as the parameters of
the quadratic functional of the LQ and H optimization providing the desired accuracy of control,
form and parameters of the identification test signals, and so on;

(b) in order to unite the chosen MATLAB programs (functions), they need to know the MATLAB
programming language;

(c) they must know how to design the user interface and generate the protocol of results.

The domestic GAMMA system was developed along with MATLAB. Its first versions GAMMA-1
and GAMMA-2 [5], which comprised the software for design and analysis of the MIMO systems fea-
turing the given accuracy and performance, were oriented to the computers like M-220. GAMMA-
1M [6] is their update oriented to the ES computers. The following version, GAMMA-1PC [7],
which was intended for the IBM PC-compatible computers, was augmented by the software for the
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newer design methods such as the H® suboptimal control and provided with an improved user
interface. The present paper formulates a structural concept of the software for logical design of
automatic control and describes its implementation by the GAMMA-2PC system, which allows one
to escape the difficulties encountered in MATLAB.

2. SOFTWARE STRUCTURE

We formulate the requirements on the software for computer-aided design (design facilities).

(a) Their user needs not to participate in their design.

(b) The design facilities should enable a “natural” problem description both in form and essence.

For the design facilities of the control algorithms, the “natural form” of problem description
implies availability of a user interface allowing one, in particular, to input the model of the controlled
plant either in a customary form of arbitrary differential equations or as the transfer matrix.
“Natural problem description in essence” implies that the design facilities enable design if the aim
of control is described in terms of the practical engineering factors such as permissible stable errors,
time of control, or stability margins, whereas the external disturbances and noise are uncommon
functions of which often only their boundaries are known.

(c) The users’ problems must be solved automatically, their participation being confined to the
possibility of aborting operation if the displayed or protocolled intermediate data are nonsatisfac-
tory.

It follows from these requirements that the software must have a two-level structure: the first
level is represented by the facilities (environment) of the designer of the automatic control system,
the second level, by the tools (environment) for design and updating of the first level. To specify
the software structure, we introduce some definitions. Along with an informal description [12],
many notions of the automatic control theory have an operational definition (description) in the
form of a sequence of computational operations. The operational definition needs not be unique.
For example, stability of the stationary linear system may be determined operationally either by
solving the Lyapunov equation or by calculating the eigenvalues of the matrix describing the system
model in the state space.

By the elementary design operation is meant the operational definition of an indivisible (minimal)
meaningful fragment of the automatic control theory. For example, elementary design operations
are represented by stability, controllability, analytical design of controllers (LQ-optimization), and
H*™ suboptimal control.

By the module is meant a computer program realizing an elementary design operation.

Directive is a program consisting of three parts: (a) modules, (b) facilities for generating the
user interface, and (c) facilities for output of the intermediate and final results (protocol). Each
directive serves to solve a certain class of problems involved in the logical design of control.

Class of problems is characterized [1] by models of three kinds: model of control aims (indices
of accuracy and performance), model of the plant and controller, and environment model (external
disturbances and measurement errors).

The user interface is used to describe a particular problem from a certain class. The environment
of the designer of the automatic control system (user environment) consists of directives. The users
(designers) choose a directive, input through the interface a description of a particular problem,
and then analyze the protocol of results. The problem is handled without their participation. The
user environment is designed by the researcher who, being well versed in the automatic control
theory and one of the programming languages, is able to design modules and directives.

Researcher environment is represented by the software facilities for design of new directives and
generation of the user environment.
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3. REALIZATION OF THE TWO-LEVEL SOFTWARE STRUCTURE
BASED ON THE GAMMA-2PC SYSTEM

3.1. User Environment

According to the requirements on the software, the user environment is a collection of directives.
The GAMMA-2PC directives enable solution of a wide range of the control theory problems.

The system has directives of five groups:

(a) controller design (directives: design of control satisfying the requirements on control preci-
sion, H* optimal control, and so on);

(b) identification (directives: finite-frequency identification, least squares methods, and so on);

(c) adaptive control (directives: adaptive frequency control, adaptive PID controller);

(d) transformation of kinds and forms of models;

(e) system analysis.

The user chooses a necessary directive from their list. Then a form for input of the source data
(Fig. 1) is displayed. The user inputs

(a) the plant model (model of the controlled process) or the results of its testing by the system-
generated actions;

Data input

Store Load Clear Execute

Plant differential equation

By (3311 (20+1 3101 [1]+ 251 =-10u1 [1 [+ 2501 + 2561 Store | Load

Controller polynomial under perturbation

[1 | Store | Load |
Desirable characteristic polynomial of the system

|3 515 48" 3+ 2257 2+ 2T 4 5+1 200 | Store ] Load I
Expected degree of the polynomial d(s)

E | Store | Load ]
Expected degree of the polynomial k(s)

I | Store | Load I
Parameters of harmonic external disturbance

[10:E1:0 | Storew Load ]
Parameters of the plant test action

[01:07:01: 0 0246 | Store | Load |
Parameters of the closed-loop system test action

|0.05; 0.05; 0.05; 0.05;0.05; 0; 0.2 1; 2 46 | Store I Load l
Parameters of plant filtration

|1:2:200 | Store | Load I -
Parameters of closed-loop system filtration

[1:2: 200 | Store | Load |

Fig.1. Form for input of the source data of directive 311 “Modal adaptive frequency control.”
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* Protocol
Store Close

Table no. 20 a
Comparison of the identified polynomial d(s) with the true one
dident(s)
1.0%s"346.23634%s"2+2.61953*10"1 *s"1+4.99652
d(s)
1.0*s"3+6.2%s"2=2.62* 10" *s"1+5.0

Table no. 21
Comparison of the identified polynomial k(s) with the true one
kident(s)
-2.00383*s"14+4.99633
k(s)
-2.0%sM+5.0
Table no. 22
Comparison of the designed polynomial g(s) with the true one
gmod(s)
1.0%s"2+8.76366*s"1+5.6099
g(s)
1.0%s"2+8.8*s"1+5.56757
Table no. 23
Comparison of the designed polynomial r(s) with the true one
rmod(s)
-7.27806*107-1*s"2-2.40465* 10" *s"1-1.84075*10"1

1(s)|
-6.63784*10"-1%5"2-2.41989* 10" 1*s"1-1.84324*10"1

{D:\Programs.txt\GA... .} authors - Microsoft W... Fig_2 - Paint Newgamma

Fig. 2. Directive 311 “Modal frequency adaptive control.”

(b) depending on the class of the problem, specifications of the automatic control system such
as permissible control errors, control time, and so on.

The system maintains an archive of models (storage of the source data between the work ses-
sions).

The system then operates automatically (without user participation) and produces algorithms
for the automatic control system. The intermediate and final results are displayed in the protocol
window (Fig. 2) and can be stored by the user.

3.2. Researcher Environment

The researcher environment is a toolkit for designing new directives. It consists of a module
library, text and graphic editors (block diagram editor).

The module library is a collection of all GAMMA-2PC modules. The modules are executable
files in any programming language. The only requirement on them lies in observing the system
data exchange protocol. Each module has a corresponding graphic representation in the window
of the module library and a description that allows the system to handle this module. Figure 3
depicts a window of the module library with the description of the “Fourier filter” module.

The module library is open: the designer not only can use the modules available, but also may
add its own modules. This means that the corresponding executable file will be added to the
archive, and a reference to it will be added to the module library.
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Tw Module description 5

Module name I Fourier filter/m401 (Filter) Group I Identif.

Number I m401 Module type

Name I Fourier filter & Customary
i~ Input

Keys |  Output

Program I filter _I Inputs |4

Reference I DOC/m401.doc _I Outputs I 1 Description

" YES |

[+ Possibility of autonomous operation

Description

Type

|Parameters of the test action

IVCC ;I

|F iltration parameters

[vec =]

| 331 3 for the plant, 3 3 1 2 for the system

Jtext =]

o YES

| Results of modeling

Ival |

X Cancel

Fig. 3. Window of the module library with a description of the “Fourier Filter” module.

GAMMA 2 PC - D:\\GAMMA2 PC\GAMMA2PC.LAB\DIRS\31INEW.SHM

Directive Groups Scale ?
_Cntr./Obs:;Transf.: Design _ Model. Transf.: PM

Output  New My

M-Lab  Input Identif.l Misc. Input Analysis| Adaptive 241  Output

Input of the source data of directive 502 (311.1)
Pl I mod dD dK disk gent gen2 filt1 filt2
Y Y Vv Vv Vv \2 \ \ Y Y
A4 A4 V. V. A4 A4 &
PI mod gent gen2 filt1 filt2
Processing of the input data of directive 314.1
d k m__init1 _init2 di1  di2 _mod
Vv Vv Y 2 \2 v Vv V
A B
Multiplication
of polynomials
AB
D K E 0 NV b K H
Calculation of the rational D K E v .
; Transformation
funcnon(gg;?;e;)et ma51 \6 \k E \ Calculation of the rational of the input-output" model
i . function on the set m251 of one-dimensional continuous plant
w Calculation of the rational (transfer) into a discrete “input-output" model
N V' function on the set m251 W d103 (IO con to 10 dis 2)
(transfer) (>
W
% Dd Kd
% D K Md
D K E H E dD dK W v Bézout identity-based
Calculation of the rational Identification of the continuous model g:giu nl o?r::ér):{roal‘lse?
function on the (discr.) by the frequency parameters g(bezout)
set m252 (transfer-d) (solution of the frequency equations)
w m402 (Frid1) G R
Di Ki VoV
il 1 _E-TJ
0 r————
| IBlocks: 95; Connections: 364

{D:\GAMMA2.PC\GA... 'l authors-Microsoft W...

Fig_4-Paint

Newgamma

Fig. 4. Block diagram of directive 311 “Modal frequency adaptive control.”
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GAMMA 2.PC - D:\Programs.txt\ GAMMA2PC.TXT\DIRS\311 1A.DIR

File Correction Execute Data types Modules I )
% 1. Plant is not embraced by the controller L]
% 1.1) Model the plant and analyze the Fourier filter outputs;
m201bc[d, m, dist, init1] [ResMod, LL];
plot [[ResMod', ResMod];

FilterF[ResMod, gen1, filt1, discr1, 2, 1, 2][VC1];
print[" ', 'Wffil', VC1][ 1;
% 1.2) Filter the plant output;

f3g1p34[d, k, m, gen1, dist, init1] [ResFil, LL];
plot['ResFil1', ResFil];

FilterF[ResFil, gen1 filt1,discr1, 3, 1, 3][ WAil];
print[" ', "WAil', WAil][ ];
% 1.3) Compare the estimated frequency parameters W with the true values W(s1);

VCrelVC{Wfil, W1] [VC1];
print[" ', 'WfiLW', VC1]1[ I;
% 1.5) Identify the plant;
frid_n[Wfil, s1, degd, degk] [dident, kident];
% 1.6) Verification of precision of the frequency equation solution;

transf1 [dident, kident, s1] [ Wident];
VCrelVC [Wfil, Wident] [VC1];
print[" ', ‘Wfil:-W(s)', VC1][ I;
% 1.7) Compare the identified and true plant coefficients; -

PRrelPR[dident, d] [ PR1]; —
PRrelPR[kident, k] [ PR2];

print;' ', 'dident’, dident, 'd', d] [ ];

print[' ', ;kident', kident, 'k', K] [ [;

: Start {D:\Programs.txt\GA... ¥ | authors-Microsoft W... Fig.1-Paint Newgamma

Fig. 5. Text of directive 311 in GAMMA-1.

The system has two alternative means to create new directives. The first is based on describing
the control-theoretical methods by block diagrams. This method is popular among the engineers
because it is only natural for them to think in terms of structural diagrams. The directive algorithm
is decomposed into individual modules and represented as a block diagram. To create a new
directive, the designer takes necessary modules from the library and in the block diagram editor
generates of them a structural diagram of the directive.

The interface of a directive is based on the interface module which is only a description of
the directive source data. By marking the inputs or outputs of the corresponding modules, the
researcher can choose the data to be displayed during operation of the directive. Figure 4 depicts
the window of the block diagram editor with the structural diagram of directive 311. The finished
block diagram of the directive is archived and at any time can be modified by the researcher. When
executing a directive, the system reads the file describing the block diagram, accesses the indicated
modules in the module library, and executes the corresponding files.

The above method of creating directives is handy and evident, provided that the algorithm is
simple and the block diagram of the directive consists of a moderate number of modules. However,
construction in the block diagram editor of an involved directive with logical transitions and several
dozens of modules is time consuming. Additionally, the errors made in the course of constructing
the block diagram can be located with difficulty.

To handle such problems, the GAMMA-2PC system has a problem-oriented language GAMMA-
1 [13] of directive development. It has facilities for design of the interface (the operators of data
input and output of the results to the protocol) and the calculational part of the directive (call of the
calculational modules and the control structures). A program in GAMMA-1 consists of sentences

@,

ending by “;”. At the program head there are sections describing the variables and labels, they are
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followed by creation of the dialogue for input of the source data, call of the calculational modules,
and output of the results of calculations. The program text is input through the editor built in the
user environment. An editor window with the text of a directive is shown in Fig. 5. The GAMMA-1
language is an interpreter. When a directive is activated, each sentence is recognized and executed.
The fact that the same calculational modules from the module library are used both to develop a
directive in the block diagram form and to program in GAMMA-1 is an important feature of the
system.

4. USING THE GAMMA-2PC SYSTEM

We apply the GAMMA-2PC system to construct adaptive control by means of directive 311
“Modal adaptive frequency control” from the subgroup of “Adaptive frequency control” (group of
“Adaptive control”). We consider a totally controllable and asymptotically stable controlled plant
obeying the equation

Y+ doij + diy + doy = kit + kou + f,  t > to, (1)

where y(t), u(t), and f(t) are, respectively, measurable plant output, test signal, and external
disturbance. The coefficients of this equation are unknown numbers; the disturbance boundary is
known:

£+ < 10. (2)
Needed is to establish a controller
920 + g1 + gou = oy + r1Y + roy (3)

such that beginning from time t >t > to (ty — to is the adaptation duration) the characteristic
polynomial of system (1), (3) and the desired polynomial

Y(s) = s° + 155 + 8583 + 22652 + 2765 + 120 (4)

are close.

We describe application of the directive at the stage of designing an experiment for determi-
nation of the adaptation algorithm parameters such as the amplitudes and frequencies of the test
signal, duration of filtering, and so on. The technological model of the plant and disturbance that
was constructed on the basis of the expert (technologist) knowledge is used for this purpose. The
physical plant may differ very much from its technological model, but the parameters of the adap-
tation algorithm as established at this stage will be useful for adaptation based on the output of
the physical plant.

The coefficients of the technological model are as follows: do = 6.2, d; = 2.62, dy = 5, k(1) = —2,
k(0) =5, f(t) = 10sin 6.1¢.

Plant (1) was excited by the test action

u(t) = 0.1(sin 0.2t + sin 4¢ + sin 6¢). (5)

The filtration delay is equal to one least-frequency period, the time of filtration is two periods, the

number of partitions of the maximum-frequency period is 200 (the discrete interval T' = 55575 ).
System (1), (3) was excited by the test action
u(t) = 0.05 (sin 0.2t + sin 1t + sin 2t + sin 4t + sin 6¢). (6)
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The delay is one period, the time of filtration is two periods, the number of divisions is 200, (the
discrete interval T' = 57m—).
As the result, the following controller was obtained:

go = 5.60, ¢ =876, go=1;

B B B (7)
ro = —18.43, 71 = —24.19, 71y = —0.66.

The source data input by the user can be seen in Fig. 1. The window with a fragment of the
protocol of directive operation is shown in Fig. 2.
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