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FINITE-FREQUENCY METHOD OF IDENTIFICATION

A.G. ALEXANDROV

Department of dutomation of Manufacturing, Moscow Steel and Alloys Insti-
tute, Pervomayskaya 7, Electrostal, Moscow Region, 144000, HUSSIA.

Absiract. The identification method for the stable and unstable linear
contimious plants in the presence of bounded disturbance is proposed. It
bases self upon a notion of the frequenocy domain parameters that are sig-
nals of Pourier's filter outputs.

It ie shown oonvergence of identifioation process and derived estimations

of filtering errors.

Ways of identification time reduce are investigated.
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1. INTRODUCTION

The frequency method of identifioation and
adaptation in which a plant is excited by
the harmonic test signals and its output
applies to Pourier's filter has the deep
roots (Eykhoff, 1974; Krasovskii, 1963).

The application area of the frequency ap-
proach is restricted by the stable plante
under oondition that an external distur-
bance doee not contain the frequencies of
the test signals.

If experiment soheme is changed by way of
multiplying of a test signal by e* and

the plant output by e ' (A>D) then Fouri-
er's filter outputs signals oonv to
some values named the frequenoy domain pa—
rameters (¥DP).

PDP are a desoription of the stable and
unstable plants and they may be used for
the adaptive ocontrol design (Alexandrov,
1992), stability and oontrollability ana-
lysis and identification {Alexandrov,
1993).

In thie paper the identification method
that is based on FDP ie developed. It is

investigated possibility of an identifioa-
tion time reduce.

2. PROBLEM STATEMENT

?3nsider the plant desoribed by the equa-
on

FARRET. S ALRRL PRSI V. I 2

n-1

=k?u"‘"+. . .+kou+ma1"°"+. -otm 2 (1)
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in whioh y(t) is measured output, u(t) is
the oontrolled input, f£(t) is a unknown
bounded extermal disturbance. The ooeffi-

cients 4 , k,' m, (i=0,n—7, j=0,7, 1=0,0)

are the unknown numbers, n is a given num-
ber, 7<n, o<n.

It is assumed that the plant (1) is ocomp-

letely oontrolliable. If the plant is un-
stable the estimation Go of umstability

degree s™ is specified (C >s™)

s*qnax{Resl. «ees Res }, 2)
where 8, (i=T,n) are the roots of polyno-
mial d(s)=s™+d__ 8" '+...+d B+d .

Problem 2.1. Pind the estimations of coef-
Tioients 4, kj (i=0,n-T, j=0,7) such that
beginning with some moment t* the follo-
wing conditions are fulfilled

14, (+)-a,i<e”,
. t>t% (1=0,5-T, §=0,7), (3)
[k, ($)-k | <™,
where £ is the given positive number. g
%‘ﬂg.moment t* is named an identifioation
3. FREQUENCY DOMATN PARAMETERS (FDP)
Definition 3.1. A set of 2n numbers
a, =ReW(A+jo ),

(k=T,n), A>C, (4)
ﬁu=ImW($\+;jwk Vs
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is called the frequency domain parameters.
Here W(s)=k(s)/d(s) is the transfer funo-

tion of the plant, @, (k=T,n) are the po—~
sitive numbers that are oalled the test
frequencies, w,#0, m‘;ﬂoj (i#j), (i=T,n0).g

The method of the experimental determina-
tion of the PDP oonsists in the following.
Apply to the input of the plant (1) the
test signal

n
u(t)=e** %o’ 3 p sinw (t-t_), A>C, (5)

where A, &, , p, (i=T,n) are given.

Signal y(t) after multiplication by

e A t"%5) i applied to the Fourier filter
input. The outputs of the filter give the
FDP estimatione

tP+6
2 — —
ak(tl,,a)=p—|35 | witre ALt ‘o’sinw, (t-t,)dt,
tF 6)
’ 'I:F+6
By (tps®)p5 [ y(£)e ™ " 0 0080, (t-t, )dt,
tP
where A>C_, k=T,n, t, is a filtering start
time, €t .
Theorem 3.1. (Alexandrov, 1993) The FDP

estimations have the next property for any
bounded extermal disturbanoce

Lina, (4,000, Linb, (t,,0)<f, (=T (1)

This property is well known (Bykhoff,
1974) for a stable plant and £(t)=0. In
fact, if the signal u(t)=1-sinwkt is app-

lied to the stable plant (1) then its out-
put has the form y(t)=aksinmkt+ﬁkoosmkt+

+2(t), where ®(t) is a vanishing funotion
(1im 2(1)=0). Pourier filter outpute give
t-H00

a,  and pk for a suffioiently large filte-

ring time 8. If £(t)#0 the desoribed expe-
riment may give the shift of the estimati-
ons (for example, if I(t)=1-sinw*t). The

use of the test si (5) with A>0 gives
the unshift estimations in this case.

4. FREQUENCY EQUATIONS OF IDENTIFICA-
TION

Porm Bezout-Identity
d(s)k(e)-k(s)d(e)=s"k(s) (8)
with the unknown polynomiale
A _ A n‘1 A A
d(e)= a _.B" +...4d s4d,
A _J\ 1’ A 1_1 A "
k(s)-—k?s He, 87 He. .tk etk
This identity has an obvious solution
o - —al_ n-1
d(s)=d(s)-s -dn_is +'“+d15+do'

k(s)=k(s). (9)
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that is unique (Volovich, 1974) since the
polynomials d(s) and k(s) are relatively

prime and a degree of polynomial a(s) lese
than degree of polynomial d(s).

Let us divide the identity (8) by the po-
lynomial d(s), place s=sk=z.+;]m* (k=T,n)
and obtain

K go, )R (30, )A(A+0 )= (Ao, ) "W (A+§0, )
(k=T,n) (10)

The frequenoy equations of identifiocation
follow from (10) if the expression (4) for
the FDP takes into acoount
n-1 n-1
z P, (v, )k;- z Ia'kpi (mx )_pup's (wk)]dl=
im0 im0
=0, p (@ )-B 1k (W), (xk=T,n)

n-1 n-1

Eop" (w, )ﬁffolau“'i (o 16,0, W) ]al=
=0 b (0 )48, p (W ), (k=T,n) (11)

where p, (,)=Re(A+J0,)"', B, (0, )=Im(A+jo )"
(k=T,m, i=0,n~T).

Iemma 4.1. (Alexandrov, 1989) The frequen-
oy equations (11) have the unique solution
that coincides with the solution (9) of
identity (8) if the polynomial d(s) and
k(s) are relatively prime and the test

frequencies w #0, w #w  (k#i, i,k=T,n). »

So, the solution of the equations (11) wn-~
der the arbiirary test frequenocies is

d,=a,, =k, (=087, 3=0,7) (12)
To solve the problem 2.1 the FDP eetimati-
ons a, (%) and P, (t) (k=T,n) to be derived

on Fourier filter outputs are placed in
frequency equations instead of the true
FDP and the plant coeffioients estimations

d,(t), k=(t) (1=0;5-T, 3=0,7) are the re-

sult of this equations solution. In accor-
dance with theorem 3.1 there exists the

moment t* for that the inequalities (3)
are fulfilled.

Remark 4.1. The functions a’ (t) and 1:.1=(t)

(i=0,n-1T, j=0,7) are determined for time
momente for that the determinant of system

(11) under a =a, () and B =B (t) (k=T,n)
is not zero. -

The identification time t* depends on the
test signal parameters (the numbers Py

(i=T,n) and A), time of the filtering
start, the external disturbance level and
80 on. Further it is investigated the in-
fluence each from these factors on identi-
fication time.
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5. QUADRATURAL AND TEST FREQUENCIES
INTERACTION ERRORS

For convenienoce the plant equation (1) is
transformed to Cauchy's form

E=Ax+bVHPL, y=4'x, x(1 )=x, (13)
where x(t) is n-dimensional veotor of the
plant state, A is a matrix, b, ¢ and d are
vectors.

The solution of the differential equation
{13) has a view

)=y (£)+7° (£)+5" (8), (14)
where %
y"(t)=d'I eAu-'t)beMt-to)x

%

o[ Zop,mim0, (v-to)]ar,  (15)

Yo (t)=arettto’x , (16)
t

v (w)=arf AV (n)an. (17)
t

[1]
The expression (15) may be represented as
y"(t)=y;(t>+ae“(t). (18)
where
n t 4
¥y (4)=ar [‘g:ia( 1P, B0, (t-t )+
+6’:”p‘cosm‘(t—to)]e“"‘o’, (19)

x

n
av(t)=d'9A“-t°)xgtpiﬁu) (20)

Here

x o -1 x
am)=Re[E(k+3mk)—L] b, d'a =0, (k=T,n)

Brw,=Im{EM+jo, )-A1""p, a'f7, =B,  (21)
Taking into acocount the oormeotions (5)
and (19} it is easy obtained next- expres-
sion for the p-th oomponent of Pourier's

filter output that is excited by oomponent

y;(t) of the plant output
tF+6

2

B . v -AT-t ) _ —

a“(tp,ﬁ)-ﬁzg{ys(m)e o'sing (-t )aT=
F

=a e | (6,,0)+e] (£,.8),  (22)

where e: 1(1:.1:‘,25) and ez z(tP,B) are the
quadratural and test frequencies interac—

tion errors respectively
o -
€1 (tF,G)—
a, i
-Esw—plsmwp(t,‘_—to+6)—sin2wu(tp—t°)_]—

P
1&");[005293'1(1:?—%%)—oosawu(tp—tq)]. (23)
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o =
ep’ a(tF’G)—
t 40

-1
s 2 la,p,mine, (-t )sine, (-t )+
(A EE
F

+B,p, 008t ('t—to)simnu('l:-to)]dfn
t 48

2 3 .
49—,15{ ‘-E+Eaipis1mo‘ (-, )sin, (T-5,)+
F

+B, p, cosw), (T—tu)simp('t—to)}d't. (24)

The last errors
ef o(bps0)=ef (£,,8)=0 (i=T;m)

if the test frequenocies are chosen multi-
ple of some basic frequenoy w*

0, =L 0" (k=T,n) (25)

where L (k=T,n) are some positive inte-
gers.

Let T*=2—'f be a reference period.
W

The gquadratural errore
o B - =
e ((bp.0)=ef [ (.,0)=0 (1=T;H)  (26)

if time moments tF—-to and 8§ are ohosen
multiple of T*:

te-t =1eT", 8=1,.7%. (27)

Purther it is assumed +that oconditions
(25), (27) are fulfilled.

6. FILTERING ERRORS ESTIMATIONS

The filtering error ez(tF,B) arisen beoau—

ee of the oomponents ¥°(t), y*(t) and
2'(t) of the plant output is

_ 00 r o
e;(tF,G)—z ('t;l,.l3)+e|":‘l (tF,6)+eu (tF,G)(28)
where tF+5

of _2 r SALT-1 ) _
ey (*p"’)‘a;a{ ¥y (t)e o’sinw (T-%,)dt
F

29)

t 40
e:°(t,,,6)=p—28j' 7°()e M T o sin, (Tt )at
Ot (30)

tF-i-G

ot _ 2 v -ALT-1, ) _

e (tF,a)—p—ugf 2" (T)e o’siny, (-t )d7
te (31)

The expressions for errors eﬁ"(t?,ﬁ),

eﬁ’(tp,a) and eﬂ"(tF,G) are written in sa-
me manner.
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Assertion 6.1. The estimations of the fil-
tering errors have a view

167 (£,,0) <V, ,, 177 (8,.0) <7, |

(i=T,m)
(32)
1670 (4,00 1<V, . 1e°(4,,0)1<7, (i=g;
Ie‘:m(tr'o)iqa,i' ]e?’((tF,G)KVS)l “FE%

where
2q1 1

(1-9“‘6) -
1,1 picsx* qeqtd
1 A8
- (1-e )} (35)
qe%%4
2q
, =2 (1-e"%) (36)
+4 p B6qe%d .
2q
v, 2% G1)
% p,Bge?a
where
s**=s*+£1, g=-8""+A, (g, A>0) (38)

€, is a suffioiently emall positive num-
ber, 1=t -1, is a filtering delay time,
q, {(i=1,2,3) are some numbers. -

The assertion proof is given in Appendix.

The expressions (35)-(37) show that inore-
asing of the delay T, up to some bound gi-

ves reduce of identifioation time. This
delay is neoessary for forming of TFDP
whioh are extraoted from the plant output
in the filtering process and 1if T, is

emall then the filteri time inoreases
because of the unformed ¥DP.

Remark 6.1. The theorem 3.1 is a simple
oonsequence of the assertion 5.1. In faot,
one easily sees from (35)-(37) that filte-
ring errore estimations have the property

of lim V, (6)=0 (i=1,2,3; J=T,n) and the-
S5+00 4

refore the FDP estimations do the property
of (7). m

7. PILTRATION WITH FORGETING

Consider the necessary oconditions of ocon-
vergence of a filitering prooess

@, (t,,0)-a, (t_,0-A8)|
16, T%,.0)] &

(&=T;3)  (39)
1B, (4,40)-B, (t,,0-88) _
B, (5,071 <&

where £ is a given suffiociently small po-
sitive mumber, At is a positive number

that is multiple of T*
At=1A'T* (1, is a positive integer).
The oonditions (39) are often suffiocient

and that is why they may be used for a de-
termination of identifioation time finish.

5> SYSID 94 Copenhagen Denmark

If numbers 8 and At are fixed and placed

5=83" and At=At* then there exisis a moment
t, suoh that the oonditions (39) is ful-

filled.
In faot, in view (22) snd (28) the diffe-

I(‘gg?e:re igstmtggr;: of the inequalities
fa, (%,,07)-a, (tF,G*—At*)K
<1637 (£,,87)~e]" (£,,0"-At") |+
+1650 (1,07 ~epC (1,,0"-At™) |+

(k=T,1)

(in short, here and further the analogous
relations for f, (k=T,n) are omitied)

Using the estimations (32)-(37) one may
oonoluse that :

limja, (t,,0%)-a, (%_,8"-At%)|=0 (k=T,3)(40)
~»00
F

+|e:x(tp,s*)~ei°‘(tF,6*—At*)| :

Now ihe inequalities (39) will be used for
determination of filtering start time tr'

Denote (under to=0)
a, (t,,0%)=0, (1-7%,15-0%)=a, (1,13) ~ (41)
x_ x_
and plaoce 15—2, lA"1'

Form a funotion
e 1ol (1209, D)
k7 Iak(l.E)l

(k=T,m). (42)

A positive integer 1 will be determined

from conditions

eX(1)<e, e0(1)ee (=TiH, 1=1,2,...) (43)

Transform the expressions (42) to more
simple view. Denote to this effeot

$m*
y(1)e * ¥ o pinw (-t )dT
(i-1)1*
(k=T,m, 1=1,2,...) (44)

Then the relations (6) and (42) are Te-
written as

K, i

l1+lge1
2

o, (L,1g)=—=— I I*

P 1,5T* im1s1 K01 @=Tom) - (45)
k

E R
£3(1 )=k 122 Ko leleTm, 1=1,2,.)(46)

Jﬁ,z'z+ k,1+1
Consider the next integral to find the

numbers J‘:’“’ and J“k_“z in the real time

(1+2)1*
[ e o sim, (1-%,)at=
0

=J‘:’ 1+J:‘2+J‘::'3+J“ FER (47)

K, 4 k,1+2°
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For oaloulation 8:(1) two last summand of

the sum are used but other ite components
are forgotten.

Remark 7.1. Instead of (39) the Iollowiﬁ

analogous inequalities may be used as
necessary oconditions

14, (,,0)-d, (4,.,0-88)|
1, (t,,5)] °

A a (1=0,n-T) (48)
fi, (5,,8)-K, (5,.0-88)]

Ik, (£,.,0)] .

where 4 (t_,8), k (t_,8) end d, (t,,5-4%),

ﬁ’(tF,G—At) (i=7,n-7) are the solutions of
the frequency equations (11) under
akﬂk(tF'a)’ ﬁk=ﬁk(tl"a)
8-4t), ﬁfﬁk(tF,B—At) (k=T,n) respeotive-

1y; g is a positive number characterized

an identifiocation acouraoy
<€ _<0.01).

(usually, 0.1<

If the inequalities (39) are suffiocient
for a filtering prooess oonvergence then
from (7) and continuity of a solution of
the linear equation (11) it follows

Lim 4 (t,,0)=4,,
S, (1=0,5-T) (49)
é-i—g k! (tpsa)=ki ’

To find a filtering start ftime for that
the conditions (48) are fuifilled it need
to sBolve the frequency equation (11) and
to check the condition (48) for each 1
(1=1,2500.). -

8. EXAMFLE

Consider the plant deeoribed by the equa-
tion (Pomin, et al, 1981)

y+d,y+d°y=k1u+kou+.’f, to=0 (50)
with the unknown ocoefficients 4 4 do' k.,
k.

Let us be known that the plant is ocomple-
tely oontrollable and the estimation of
its unstability degree C,=4.5.

Problem 8.1. Find the estimations 4 (t%),
d,(8%), &, (¢%), Kk (+*) that satisty in-
equalities (3) under n=2, 7=1, £"=1. -
Remark 8.1. The tmie coefficients of plant
d,=-16, 4,=0, k =30, k =5, {51)
and the external disturbance 1!(*:,)=sm1.5ti

"> SYSID ’94 Copenhagen Denmark

and akﬂ. (tFl -

The mumeriocal experiments have been per-
formed under the test signal

u($)=0.016%* (sin3t+sin6t)

and different numbers € in the inequaliti-
a8 (43).

in the first experiment it wams placed
£=0.1 and obtained

1=2  (t*=8.38 s.)
d,=-13.1, 4,=-0.67, k =25.5, k,=5.2  (52)

In the seocond experiment £=0.01 and it was
obtained

1=3 (t*=10.4 s.)
d =-15.6, d,=-0.085, k =29.4, k =5.01 (53)

It easy sees that last estimations satisfy
the requirement {3) on accuraocy of identi-
fication.

9. CONCLUSION

The procedure of a linear continuous plant
identifioation is developed. It bases self
upon FDP estimations and the frequenoy
equation esolution. OConvergenoce of +this
procedure for any bounded extermal distur-
banoe is proved .

The filtering errors estimations  that
show signifiocance of the filtering delay
time are obtained. Algorithm of the filt-
ration with forgeting allowed to deorease
an identifiocation time is proposed.
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APPENDIX
The proof of the assertion 6.1

At first find the esiimations of the fil-
tering errors because of the external dis-

turbance bounded by a number f£* (Jf(t)[<
7).
Denote

h(t—’c)=d'e‘l“’n¢

and rewrite (17) as
t
y’(t)=j h{t-T)f{T)aT. (4.1)
t

0

It ie obvious
t

ayf(t)|sr*j jh(t-T)|dT. (a.2)
1

o
It is known (Demidovich, 1967) that
~ XK
|n(t-1)|<q, 6% ‘*7F7. (4.3)
where 31 is a number.

Now the expression (A.2) has a view

t
~ KX
lyf(t)Kf*th &8 (=T aq
t

(]

(8 ¢t -ty 41, (4.4)

In other hand the error estimation follows
from (30)
‘bp+8
P13 2 r ~ACT-t )
| (6)|<5;5 { ¥ () e ox
(4.5)
tF+6
« _ 2 £ ~AtT-t )
| sin, (T to)ldtgﬁ;a{ |¥f(T)|e o’dt
F

The connection (35) under i=ji is obtained
if inequality (A.4) is subetituted into

(A.5). Desoribed is true for any p (i=T,n)
and may be repeated for the error eﬁ(o).

To prove the inequalities (33) it ie deno-
ted hD(t—'E)=d'eA“'“xo and obtained the
estimation analogous (A.3):

17000 =l (t-t,)€0,e% %, (a.6)
:gg.;tl is substituted into the error estima-
548
le:°(5)|$5§6 { Iy () fe ¥t ar.
F

The inequalities (34) are proved analogo—
usly.

"~ SYSID *94 Copenhagen Denmark

Vol. 2.



