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Abstract—Considered are stable linear SISO plants subjected to unknown-but-bounded dis-
turbances. For such plants, the potentials of the two methods of active identification are
compared—the instrumental variable method and the finite-frequency identification method.
The relation between these methods is established in the situation where the measurable input
is represented by a test signal in the form of the sum of harmonics, whose number is equal
to the state space dimension of the plant. The advantages of the finite-frequency method are
twofold: it reduces both the sensitivity of the estimates of the plant coefficients to the errors
in experimental data and the effect of the dependence between the measurable input and ex-
ogenous disturbance on the accuracy of identification. These extra capabilities are provided by
the self-tuning of the frequencies of the test signal.

1. INTRODUCTION

At present, the control theory has at its disposal a number of identification methods for plants
specified by linear differential equations. Conventionally, these methods fall into two categories
depending on the assumptions on the measurement errors and exogenous disturbances affecting
the plant.

The methods of the first class deal with the plants subjected to disturbances of the stochastic
nature; i.e., random processes having known statistical characteristics. These are various versions
of the method of least squares and the stochastic approximation method; e.g., see well-known
monographs [1, 2].

The second class comprises the identification methods under unknown-but-bounded disturbances
(whose statistical properties are not known) such as randomized algorithms of [3, 4] and finite-
frequency identification, see [5].

A somewhat specific position is occupied by the method of instrumental variables, [6, 7]. It
is developed in the framework of the first class; however, in contrast to the other methods in the
class, it is applicable to the problems of the second class so that it is reasonable to consider it as a
method of that second category.

The identification process can have passive or active forms. In the passive identification, the
measured input to the plant has the meaning of a control action which depends on the control
objectives and is not related to identification of the plant. With such an input, identification might
not be possible; hence, active identification is often practiced where, in addition to control, the
measured input contains an extra component, a so-called test signal aimed at identifying the plant.

The finite-frequency identification method was designed for the needs of active identification.
The test signal is represented by the sum of harmonics with automatically tuned (self-tuned) ampli-
tudes and frequencies where the number of harmonics does not exceed the state space dimension of
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the plant. The self-tuning of amplitudes is carried out to satisfy those requirements on the bounds
on the input and output which hold true in the absence of a test signal.

It is instructive to compare the capabilities of the finite-frequency identification method with
those of the other methods in the second class, which are more general and can be used both
for passive and active identification. In the randomized algorithms, the test signal is assumed
to be a random process with known statistical characteristics; hence, the prespecified tolerances
on the plant outputs are hard to guarantee. Accordingly, we will compare the capabilities of
the finite-frequency identification method and instrumental variable method as applied to active
identification.

The paper is organized as follows. In Sec. 2, we briefly describe the method of finite-frequency
identification and the instrumental variable method. In Sec. 3, a relation between these methods is
established in the situation where the input of the plant is represented by a test signal in the form
of the sum of harmonics, whose number is equal to the state space dimension of the plant. Section 4
is devoted to the analysis of the difference between these methods. In Sec. 5, an example of active
identification of a plant by means of the two methods is given and the results of identification are
compared.

2. BACKGROUND

2.1. The Identification Problem

Let us consider a completely controllable, asymptotically stable plant specified by the following
equation:

y(n) + dn−1y
(n−1) + . . . + d1ẏ + d0y = kγu(γ) + . . . + k1u̇ + k0u + f, t ≥ t0, (1)

where y(t) and u(t) are the measurable output and input, respectively; y(p)(t) and u(q)(t)
(
p =

1, n, q = 1, γ
)

are the derivatives of these functions; f(t) is an unknown and unmeasurable bounded
disturbance |f(t)| ≤ f∗, where f∗ is a number; the coefficients dp and kq

(
p = 0, n− 1, q = 0, γ

)
are

unknown numbers, n is known, and the constant γ < n is either given or set to be equal to n− 1.
The measurable input u(t) consists of the two components: the control uprog(t) that ensures the

control objectives for plant (1), and the test signal utest(t) aimed at identifying the plant so that
u(t) = uprog(t)+utest(t). For convenience, we incorporate the function kγu

(γ)
prog(t)+. . .+k1u̇prog(t)+

k0uprog(t) into the disturbance f(t) and omit the subscript in utest(t). We then arrive at Eq. (1)
where u(t) stands for the test signal.

The identification problem consists in finding estimates d̂p and k̂q
(
p = 0, n− 1, q = 0, γ

)
for

the coefficients of plant (1) so as to satisfy the following specifications on the relative accuracy of
identification:

d̂p ÷ dp ≤ εd
p and k̂q ÷ kq ≤ εk

q , p = 0, n− 1, q = 0, γ. (2)

Here, ÷ is the symbol of computing the relative error, i.e., a÷b = |a−b|/|b| for b 6= 0 and a÷b = |a|
for b = 0; the scalars εd

p and εk
q

(
p = 0, n− 1, q = 0, γ

)
are given.

2.2. The Finite-Frequency Identification Method

2.2.1. Frequency equations of identification.

Definition 1 ([7]). The 2n numbers

αr = Rew(jωr), βr = Imw(jωr), r = 1, n, (3)
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being the values of the transfer function

w(s) =
kγsγ + . . . + k1s + k0

sn + dn−1sn−1 + . . . + d1s + d0
=

k(s)
d(s)

(4)

over the frequencies

ωr > 0
(
r = 1, n

)
, ωp 6= ωq (p 6= q), (5)

are referred to as the frequency parameters of plant (1).

In order to determine experimentally the frequency parameters (3), the test signal

u(t) =
n∑

r=1

ρr sinωr(t− tu), t ≥ tu ≥ t0, (6)

with amplitudes ρr > 0
(
r = 1, n

)
and given fixed frequencies (5) is fed to the input of plant (1).

The output of the plant is then fed to the input of the Fourier filter, whose outputs are taken as
the following estimates of the frequency parameters:

α̂r = αr(τ) =
2

ρrτ

tu+τ∫

tu

y(t) sinωr(t− tu) dt,

β̂r = βr(τ) =
2

ρrτ

tu+τ∫

tu

y(t) cos ωr(t− tu) dt,

r = 1, n, (7)

where τ is the filtering time.
The estimates of the plant coefficients are found from the estimates of the frequency parameters

in the following way. Accounting for the values (3) of the transfer function (4) over the set (5)
leads to the system of linear equations

k(jωr)− (αr + jβr)d(jωr) = (αr + jβr)(jωr)n, r = 1, n, (8)

where d(s) = d(s)− sn = dn−1s
n−1 + . . . + d1s + d0 and k(s) = kγsγ + . . . + k1s + k0.

Assertion 1 ([7]). If plant (1) is completely controllable, there exists a unique solution of sys-
tem (8) which does not depend on the choice of frequencies (5).

Substituting the frequency parameters in (8) with their estimates, we obtain the following fre-
quency equations of identification:

k̂(jωr)− (α̂r + jβ̂r) d̂(jωr) = (α̂r + jβ̂r)(jωr)n, r = 1, n. (9)

Remark 1. The accuracy of solution of system (9) depends on the choice of frequencies (5), since
the system matrix

M̂ =




1 0 · · · ωγ
1Re jγ −α̂1 ω1β̂1 · · · −ωn−1

1 (Re jn−1α̂1−Im jn−1β̂1)
0 ω1 · · · ωγ

1 Im jγ −β̂1 −ω1α̂1 · · · −ωn−1
1 (Im jn−1α̂1+Re jn−1β̂1)

1 0 · · · ωγ
2Re jγ −α̂2 ω2β̂2 · · · −ωn−1

2 (Re jn−1α̂2−Im jn−1β̂2)
0 ω2 · · · ωγ

2 Im jγ −β̂2 −ω2α̂2 · · · −ωn−1
2 (Im jn−1α̂2+Re jn−1β̂2)

...
...

. . .
...

...
...

. . .
...

1 0 · · · ωγ
nRe jγ −α̂n ωnβ̂n · · · −ωn−1

n (Re jn−1α̂n−Im jn−1β̂n)
0 ωn · · · ωγ

nIm jγ −β̂n −ωnα̂n · · · −ωn−1
n (Im jn−1α̂n+Re jn−1β̂n)




(10)
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is composed of the estimates of the frequency parameters, in contrast with the system given by (8).
The effect of test frequencies on the conditioning of matrix (10) is studied in [8]; an algorithm for
choosing the specific values of frequency that diminish such an effect is also devised in [8].

2.2.2. Convergence conditions for the identification process. To formulate the conditions of con-
vergence of estimates (7) to the true values (3), we introduce the following filterability functions
(see [9]):

`α
r (τ)=

2
ρrτ

tu+τ∫

tu

y(t) sinωr(t− tu) dt, `β
r (τ)=

2
ρrτ

tu+τ∫

tu

y(t) cosωr(t− tu) dt, r=1, n,

where y(t) denotes the output of the plant in the absence of test signal (6), u(t) = 0.

Definition 2 ([9]). A disturbance f(t) is said to be FF-filterable over the given set (5) if there
exists a filtering time τ∗ such that

|`α
r (τ)|

|αr(τ)| ≤ δα
r ,

∣∣∣`β
r (τ)

∣∣∣
|βr(τ)| ≤ δβ

r , r = 1, n, τ ≥ τ∗, (11)

where δα
r and δβ

r

(
r = 1, n

)
are given sufficiently small numbers. If the conditions

lim
τ→∞ `α

r (τ) = 0, lim
τ→∞ `β

r (τ) = 0, r = 1, n,

hold, the disturbance f(t) is said to be strictly FF-filterable.

For the sake of simplicity, throughout the paper we consider strictly FF-filterable disturbances f(t).
In that case, the filtering errors ∆αr(τ) = αr(τ)−αr and ∆ βr(τ) = βr(τ)−βr

(
r = 1, n

)
have the

following properties:

lim
τ→∞∆αr(τ) = 0, lim

τ→∞∆βr(τ) = 0, r = 1, n.

In order to analyze the rate of convergence, we consider bounded, unmeasurable polyharmonic
disturbances f(t) having the form

f(t) =
∞∑

µ=0

fµ sin(ωf
µt + ϕf

µ). (12)

Here, ωf
µ and ϕf

µ

(
µ = 0,∞)

are unknown frequencies and phases, respectively, and the amplitudes
fµ are unknown numbers satisfying the inequality

∞∑

µ=0

|fµ| ≤ f∗, (13)

where the number f∗ is not known. Obviously, for |ωf
µ| 6= ωr

(
µ = 0,∞, r = 1, n

)
, disturbance (12)

is FF-filterable. The following assertion is true.

Assertion 2. The filtering errors satisfy the following inequalities:

|∆αr(τ)| ≤ 2
τ
(vre

−στ + cr), |∆βr(τ)| ≤ 2
τ
(vre

−στ + cr), r = 1, n,

where the quantities cr = ϑr + ξr + s∗rf∗/d∗, vr, and ϑr
(
r = 1, n

)
depend on initial conditions;

ξr = 0 for τ being multiple of 2π/ωδ and ωr being multiples of ωδ, ωδ = min(ω1, ω2, . . . , ωn);
σ = −max{Re [ roots d (s)]} is the degree of stability ; d∗ = min

0≤ω≤∞
|d(jω)|, and s∗r = max

0≤µ≤∞
(1/|ωf

µ+

ωr|+ 1/|ωf
µ − ωr|)/|ρr|

(
r = 1, n

)
.
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The proof of Assertion 2 is relegated to Appendix (A.1).
We now rearrange Eqs. (9) to the form of equations for the plant identification errors:

∆k(jωr)− (αr + jβr)∆d(jωr) = (∆αr + j∆ βr)d(jωr) + o(∆αr + j∆βr), r = 1, n, (14)

where ∆d(jωr) = d̂(jωr) − d(jωr), ∆k(jωr) = k̂(jωr) − k(jωr) and o(∆αr + j∆βr) = (∆αr +
j∆ βr)∆d(jωr)

(
r = 1, n

)
. The matrices M of systems (8) and (14) coincide and have the form (10),

in which the estimates of the frequency parameters are to be replaced with their true values. The
deviations of the desired coefficients ∆dp and ∆kq

(
p = 0, n− 1, q = 0, γ

)
are related to the filtering

errors ∆ αr and ∆βr
(
r = 1, n

)
through the following matrix equality:

[
∆k0 ∆ k1 · · · ∆kγ ∆d0 ∆d1 · · · ∆dn−1

]T
=

= −M−1 · diag [Re d(jω1)E2 + Im d(jω1)J, . . . ,Re d(jωn)E2 + Im d(jωn)J ]×
×

[
∆α1 ∆β1 ∆α2 ∆β2 · · · ∆αn ∆βn

]T
+

+o(∆α1,∆ β1, ∆ α2,∆ β2, . . . , ∆ αn,∆ βn),

where E2 =

(
1 0
0 1

)
and J =

(
0 −1
1 0

)
. From this relation it follows that if the matrix M is

sufficiently well conditioned (this can be secured by the proper choice of the test frequencies), the
identification errors will have the same order of magnitude as the filtering errors; i.e., the values d̂p

and k̂q converge to dp and kq
(
p = 0, n− 1, q = 0, γ

)
in the same way as α̂r and β̂r converge to αr

and βr
(
r = 1, n

)
, respectively.

2.2.3. Self-tuning the frequencies and amplitudes of the test signal. Let us sketch the results in [8]
related to self-tuning of the frequencies and amplitudes of test signals. To this end, we rewrite the
transfer function (4) of the plant in the form

w(s) = kγ

p1∏

q=1

(s + ω1,q)
p2∏

q=1

(
s2 + 2ξ2,qω2,qs + ω2

2,q

)

p3∏

q=1

(s + ω3,q)
p4∏

q=1

(
s2 + 2ξ4,qω4,qs + ω2

4,q

) .

Definition 3 ([10]). The set L = { |ω1,1|, |ω1,2|, . . . , |ω1,p1 | ; |ω2,1|, |ω2,2|, . . . , |ω2,p2 | ; ω3,1,
ω3,2, . . . , ω3,p3 ; ω4,1, ω4,2, . . . , ω4,p4} is referred to as eigenfrequencies of plant (1). The lower (ωl)
and upper (ωu) limits of eigenfrequencies are denoted by ωl = minL and ωu = maxL.

It is intuitively clear that the test frequencies ωr
(
r = 1, n

)
are to be chosen from the set [ωl, ωu]

of eigenfrequencies. In fact, it is shown in [8] that choosing the test frequencies from the low-
frequency band ωr ∈ (0, ωl)

(
r = 1, n

)
or from the higher-frequency band ωr ∈ (ωu,∞)

(
r = 1, n

)

may lead to arbitrarily large identification errors dp÷ d̂p and kq ÷ k̂q
(
p = 0, n− 1, q = 0, γ

)
under

arbitrarily small relative filtering errors αr ÷ α̂r and βr ÷ β̂r
(
r = 1, n

)
. Accordingly, an algorithm

for self-tuning the frequencies of the test signal was proposed in [8], which yields test frequencies
ωr ∈ [ωl, ωu]

(
r ∈ 1, n

)
. This algorithm is based on the following result.

Assertion 3 ([8]). Assume that plant (1) is excited by the test signal

u(t) = ρ1 sinω1(t− tu), (15)

and its output is fed to the Fourier filter (7) for n = 1. Then there exist a sufficiently large
filtering time τ = τ∗ and a sufficiently small frequency ω1 ∈ (0, ωl) such that the number ωl(τ∗) =
ω1 |α1(τ∗)/β1(τ∗)| is close to the lower limit (ωl) of the eigenfrequencies of the plant.
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A similar assertion (for ω1 ∈ (ωu,∞)) [8] is equally valid for the upper limit ωu of eigenfrequen-
cies.

In the process of identification, the inputs and outputs of plant (1) are bounded:

|y(t)| ≤ y∗, |u(t)| ≤ u∗, t ≥ tu, (16)

where y∗ and u∗ are given numbers; moreover, in the absence of a test signal, the output of the
plant satisfies the inequality

|y(t)| < y∗, t ≥ t0. (17)

The difference y∗−max |y(t)| = εy defines the tolerance εy on the component of the plant output
excited by the test signal.

In the process of self-tuning the test frequencies and identification, the test signal is taken in the
form (15), where the amplitude ρ is automatically tuned in such a way as to satisfy constraints (17)
imposed on the inputs and outputs of plant (1), see [8].

2.2.4. The classical frequency method. The classical frequency method originated in [11, 12] is
one of the first identification tool for linear continuous time control plants. This method is aimed
at finding estimates for the coefficients of the transfer function (4) of the plant from the estimates
of its frequency parameters (3) by minimizing the function

= =
p∑

r=1

∣∣∣∣∣
k̂(jωr)
d̂(jωr)

−
(
α̂r + jβ̂r

)∣∣∣∣∣
2

, (18)

where the number p of specific values of the frequency response is large enough (basically, p →∞).
The minimization of (18) is a nonlinear least squares problem; the reader is referred to [13] for a
survey of results in this difficult problem.

In contrast to this classical method, the finite-frequency identification method operates with the
values of the frequency response whose number is equal to the state space dimension of the plant;
i.e., p = n, and hence, it is referred to as the finite-frequency method as opposed to the classical
infinite-frequency method.

As a result, the identification reduces to solving a system of linear frequency equations, and
“averaging” of the errors of filtering is based on accurate filtering (within the classical approach,
this problem is solved by increasing the number of values of the frequency response).

2.3. The Method of Instrumental Variables

This method was elaborated in [6] for plant identification in discrete time. For ease of comparison
with the finite-frequency identification method, we formulate the continuous-time counterpart of
the instrumental variable method, which preserves all its basic ideas presented in [2].

We first give a definition on the relation between the inputs u(t) and f(t). Let us consider the
two functions µ(t) and ν(t) and introduce the scalar

(µ, ν)[t0,t1] =
1

t1 − t0

t1∫

t0

µ(t)ν(t) dt.

In what follows, we omit the segment [tu,∞] in the subscript at (µ, ν) and assume that the
functions µ(t) and ν(t) have the following property:

(µ, ν) = (µ, ν)[tu,∞] = lim
τ→∞

1
τ

tu+τ∫

tu

µ(t)ν(t) dt.
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Definition 4. The inputs u(t) and f(t) of plant (1) are said to be dependent if (u, f) 6= 0;
otherwise, they are called independent (i.e., if (u, f) = 0).

We note that the identification problem may not possess a solution for dependent inputs u(t)
and f(t); therefore, up to Sec. 4 these inputs are assumed to be independent. In the finite-
frequency identification method, the condition of independence is expressed in the form of the
strict FF-filterability requirement for the disturbance f(t), which is assumed satisfied throughout
the paper.

We now consider the equation

y̌(n) + ďn−1y̌
(n−1) + . . . + ď1 ˙̌y + ď0y̌ = ǩγu(γ) + . . . + ǩ1u̇ + ǩ0u, (19)

whose coefficients ďp and ǩq
(
p = 0, n− 1, q = 0, γ

)
are given numbers such that the polynomials

in the numerator and denominator of the transfer function

w̌(s) =
ǩγsγ + . . . + ǩ1s + ǩ0

sn + ďn−1sn−1 + . . . + ď1s + ď0

from u(t) to y̌(t) are coprime. The solutions y̌(r)(t)
(
r = 0, n− 1

)
of Eq. (19) are adopted as the

instrumental variables.
Multiplying Eq. (1) by y̌(t) and integrating the resulting expression from tu to tu + τ , we then

multiply it by 1/τ and take the limit as τ →∞ to obtain

lim
τ→∞

1
τ

tu+τ∫

tu

y(n)(t)y̌(t) dt +
n−1∑

p=0


 lim

τ→∞
1
τ

tu+τ∫

tu

y(p)(t)y̌(t) dt


 dp =

=
γ∑

q=0


 lim

τ→∞
1
τ

tu+τ∫

tu

u(q)(t)y̌(t) dt


 kq + lim

τ→∞
1
τ

tu+τ∫

tu

f(t)y̌(t) dt,

or, in the compact form:

(
y(n), y̌

)
+

n−1∑

p=0

(
y(p), y̌

)
dp =

γ∑

q=0

(
u(q), y̌

)
kq, (20)

where (f, y̌) = 0 because (f, u) = 0. Replacing the function y̌(t) in (20) successively with its
derivatives y̌(r)(t) for r = 1, n− 1 and the functions u(r)(t) for r = 0, γ, we arrive at the system





γ∑

q=0

(
u(q), u(r)

)
kq −

n−1∑

p=0

(
y(p), u(r)

)
dp =

(
y(n), u(r)

)
, r = 0, γ,

−
γ∑

q=0

(
u(q), y̌(r)

)
kq +

n−1∑

p=0

(
y(p), y̌(r)

)
dp = −

(
y(n), y̌(r)

)
, r = 0, n− 1.

(21)

In the derivation of the formulas above, the equalities
(
f, u(r)

)
= 0

(
r = 1, γ

)
and

(
f, y̌(r)

)
= 0(

r = 1, n− 1
)

were used (they follow from (f, u) = 0).
This system yields unique values for dp and kq

(
p = 0, n− 1, q = 0, γ

)
, provided that the input

u(t) satisfies the standard sufficient excitation condition, see [2].
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3. THE RELATION BETWEEN THE IDENTIFICATION METHODS

Let us establish a linkage between Eqs. (8) (which coincide with the frequency equations (9) as
τ →∞)) and Eqs. (21) of the instrumental variable method for the case when the function u(t) in
(21) is represented by the sum of harmonics (6). For this purpose, we write down Eqs. (8) in the
form

γ∑

q=0

Ωqikq +
n−1∑

p=0

Ωphdp = −Ωnh, (22)

where

Ω = diag (ω1, ω2, . . . , ωn) ⊗ J, i =
[

1 0 1 0 · · · 1 0
]T

,

h =
[
−α1 −β1 −α2 −β2 · · · −αn −βn

]T
.

Pre-multiplying system (22) by the matrix R = diag( ρ1, ρ2, . . . , ρn ) ⊗ E2, we rewrite it in a
more compact form

Mff(α,β)θ = vff(α, β), (23)

where the following notation is used: Mff(α, β) = RM , M =
(

i Ωi · · · Ωγi h Ωh · · · Ωn−1h
)

corresponds to matrix (10) in which the estimates of the frequency parameters are replaced with

their true values, vff(α, β) = −RΩnh, and θ =
[

k0 k1 · · · kγ d0 d1 · · · dn−1

]T
.

To represent Eqs. (21) in the similar form, we need the lemma below.

Lemma 1. Under condition (6), Eqs. (21) take the form




γ∑

q=0

iTΩrTRTRΩqikq +
n−1∑

p=0

iTΩrTRTRΩphdp = −iTΩrTRTRΩnh,

r = 0, γ,

γ∑

q=0

ȟTΩrTRTRΩqikq +
n−1∑

p=0

ȟTΩrTRTRΩphdp = −ȟTΩrTRTRΩnh,

r = 0, n− 1,

(24)

where

ȟ =
[
−α̌1 −β̌1 −α̌2 −β̌2 · · · −α̌n −β̌n

]T
,

α̌r = Re w̌(jωr), β̌r = Im w̌(jωr)
(
r = 1, n

)
.

The proof of Lemma 1 is given in Appendix (A.2).
Let us now rewrite Eqs. (24) in the compact form similar to that of (23), namely:

Miv(α̌, β̌; α,β)θ = viv(α̌, β̌; α,β). (25)

The following assertion is immediate.

Assertion 4. For Eqs. (23) and (25), the following is true:




Miv(α̌, β̌; α, β) = MT
ff (α̌, β̌)Mff(α, β),

viv(α̌, β̌; α, β) = MT
ff (α̌, β̌)vff(α, β),

(26)
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where

MT
ff (α̌, β̌) =

(
i Ωi · · · Ωγi ȟ Ωȟ · · · Ωn−1ȟ

)T
RT. (27)

Indeed, factoring the identical terms out of system (24) we obtain




iTΩrTRTR




γ∑

q=0

Ωqikq +
n−1∑

p=0

Ωphdp = −Ωnh


 , r = 0, γ,

ȟTΩrTRTR




γ∑

q=0

Ωqikq +
n−1∑

p=0

Ωphdp = −Ωnh


 , r = 0, n− 1,

and composing the matrix Mff (27), we arrive at

MT
ff (α̌, β̌) [Mff(α, β)θ = vff(α, β)] .

Using (25) this yields relations (26).

4. THE DIFFERENCE BETWEEN THE IDENTIFICATION METHODS

4.1. Sensitivity to Inaccuracies in Experimental Data

To analyze the difference between the two methods, we consider the following two types of
measurable inputs u(t):

1) u(t) = uprog(t), where uprog(t) is the control signal aimed at achieving the control objectives;
such an input is not pertinent to the plant identification so that we are in the situation of passive
identification;
and

2) u(t) = utest(t), where utest(t) is a test signal which is specified either a priori (in the design
of experiment, see [2]) or in the process of identification according to the identification objectives.
In that case, identification is said to be active, see [4].

By a number of reasons, specification (2) often cannot be satisfied by means of passive identifica-
tion. First, the measurable input and the disturbance are dependent; moreover, the independence
of uprog(t) and f(t) cannot be checked, since the disturbance is not known both before and in the
process of identification. Second, the control uprog(t) is not “sufficiently excited” (for instance,
uprog(t) = const or uprog(t) = sinωt for n > 1). On top of that, even in the absence of the two
obstacles above, the identification time may turn out to be too large.

On the other hand, using self-tuning of the test signal utest(t) within the active identification
framework, objectives (2) can almost always be achieved.

Obviously, finite-frequency identification is an active identification method; in its present form
it cannot be applied to passive identification, although certain research is being carried out in this
direction. The instrumental variable method is a more general tool, and it can be used both in
active and passive identification. Therefore, these methods can only be compared as applied to
active identification.

The finite-frequency identification method is specially designed for the needs of active identifi-
cation, and it has the following advantages over the method of instrumental variables (when the
latter is applied to active identification).

First, in the finite-frequency identification method, the inputs u(t) and f(t) are checked for
independence by checking the FF-filterability condition (11). This offers a way to tune the test
frequencies in order to satisfy these conditions. Another approach is based on the compensation
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of the parameter components caused by the dependence between the inputs u(t) and f(t). These
approaches are discussed in Sec. 4.2 below. With the instrumental variable method, it is impossible
to check if the inputs u(t) and f(t) are independent, since f(t) is not measured.

Second, using the self-tuning procedure in the finite-frequency identification method, the values
of the test frequencies can be chosen from within the set of eigenfrequencies of the plant. The lack
of such kind of self-tuning in the method of instrumental variables may result in the fact that the a
priori chosen test frequencies do not belong to this set. As a result, this leads to a high sensitivity
of solutions of Eqs. (24) to the variations of the coefficients (see discussion in Subsec. 2.2.3), and
hence, the identification time may turn out to be too large (in particular, an example in Sec. 5
illustrates this phenomenon).

4.2. The Effect of Dependent Test Signal and Exogenous Disturbance

Definition 5. A disturbance f(t) is said to be stationary frequency-dependent if the following
inequalities are valid over the neighboring segments [tu, tu + τ∗] and [tu + τ∗, tu + 2τ∗]:

∣∣∣∣
2
ρr

(y, sr)[tu, tu+τ∗] −
2
ρr

(y, sr)[tu+τ∗, tu+2τ∗]

∣∣∣∣ ≤ εs
r,

∣∣∣∣
2
ρr

(y, cr)[tu, tu+τ∗] −
2
ρr

(y, cr)[tu+τ∗, tu+2τ∗]

∣∣∣∣ ≤ εc
r,

r = 1, n, (28)

where sr(t) = sinωr(t − tu), cr(t) = cosωr(t − tu)
(
r = 1, n

)
, τ∗ > 0 is a given sufficiently large

number, and εs
r > 0 and εc

r > 0
(
r = 1, n

)
are given sufficiently small numbers.

Let a disturbance f(t) be stationary frequency-dependent for εs
r and εc

r

(
r = 1, n

)
small enough

as compared to αr and βr
(
r = 1, n

)
. In that case, there are two ways to diminish the effect of this

dependence on the accuracy of identification, see [14].
I. Tuning the test frequencies. Let us measure and store the input of plant (1) for u(t) = 0 and

check the conditions
∣∣∣∣
2
ρr

(y, sr)[tu, tu+τ∗]

∣∣∣∣ ≤ εs
r,

∣∣∣∣
2
ρr

(y, cr)[tu, tu+τ∗]

∣∣∣∣ ≤ εc
r, r = 1, n, (29)

which provide a small effect of a stationary frequency-dependent disturbance on the accuracy
of identification. We then replace the frequencies ωr1 , ωr2 , . . . , ωrn′ (n′ ≤ n) that violate these
conditions with the new values ω′r1

, ω′r2
, . . . , ω′rn′ , and check Ineqs. (29) for them, etc. Such a

replacement is to be performed until the set of n frequencies satisfying conditions (29) is formed.
II. Conjugate tests. This method is based on the two consecutive experiments of length τ∗. In

the first experiment, the test signal has the form (6), and in the second one it has the opposite
sign:

u(t) = −
n∑

r=1

ρr sinωr(t− tF ), tF ≤ t ≤ tF + τ∗, tF = tu + τ∗.

Let α+
r (τ∗), β+

r (τ∗)
(
r = 1, n

)
and α−r (τ∗), β−r (τ∗)

(
r = 1, n

)
be the estimates of the frequency

parameters obtained from the first and second experiments, respectively. We store them and find
the following estimates which are not biased by the quantities `α

r (τ∗) and `β
r (τ∗)

(
r = 1, n

)
:

αr(τ∗) =
α+

r (τ∗)− α−r (τ∗)
2

= αr + εα
r (εs

r, τ
∗),

βr(τ∗) =
β+

r (τ∗)− β−r (τ∗)
2

= βr + εβ
r (εc

r, τ
∗),

r = 1, n,
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COMPARISON OF THE TWO METHODS OF IDENTIFICATION 11

Here, εα
r (εs

r, τ
∗) and εβ

r (εc
r, τ

∗)
(
r = 1, n

)
are sufficiently small numbers which depend on the

right-hand sides of Ineqs. (28) and the difference between the initial conditions in the two above-
mentioned experiments.

5. EXAMPLES

We consider a completely controllable, asymptotically stable plant specified by the equation

d3
...
y + d2ÿ + d1ẏ + d0y = k1u̇ + k0u + f, (30)

where the exogenous disturbance f(t) is a bounded function. The problem is to estimate the
coefficients d3, d2, d1, d0, k1, and k0 of plant (30).

Remark 2. In the experiments on the identification of plant (30), we used the model discussed
in [15] with the numerical values of the coefficients given by

d3 = 0.2, d2 = 1.24, d1 = 5.24, d0 = 1; k1 = −0.4, k0 = 1; (31)

the disturbance f(t) = sign (sin 2.75t), and sample time h = 0.01 sec.
The transfer function of plant (30) with coefficients (31) has the form

w(s) =
−0.4s + 1

(5s + 1)(0.04s2 + 0.24s + 1)
= −2

s− 2.5
(s + 0.2)(s2 + 6s + 25)

.

The experiments were carried out using Matlab. The routines d111sefad from the Adaplab-
M package ([16]) and iv4 from the System Identification toolbox ([17]) were used for active iden-
tification of plant (30) on the basis of finite-frequency identification and the instrumental variable
method, respectively. The procedure iv4 yields the discrete-time model, which we convert into
continuous time in order to compare adequately with the results obtained with d111sefad.

The first experiment. Using the d111sefad routine leads to the following results:
(a) the estimates

ω̂l = 0.176, ω̂u = 7.94

of the lower and upper limits for the test frequencies were found. The initial value of frequency for
computing the lower limit by means of d111sefad was taken to be ωinit = 0.05;

(b) from these estimates, the following test frequencies were obtained:

ω1 = 0.176, ω2 = 1.23, ω3 = 7.94; (32)

(c) using frequencies (32) and the amplitudes

ρ1 = 3, ρ2 = 3, ρ3 = 3, (33)

the test signal (6) was shaped, which was then used to obtain the following estimates of the
coefficients of plant (30):

d̂3 = 0.209, d̂2 = 1.23, d̂1 = 5.26, d̂0 = 1; k̂1 = −0.407, k̂0 = 0.999.

Finally, the transfer function of the identified plant has the form

ŵ(s) = −1.94
s− 2.455

(s + 0.198)(s2 + 5.69s + 24.04)
, (34)
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and the identification time is equal to τ = 972 sec.
The second experiment. Use of the Matlab procedure iv4 with the test signal having the same

frequencies (32) and amplitudes (33) over the same time of identification (τ = 972 sec) resulted in
the transfer function close to (34).

The third experiment. We now skip the self-tuning procedure for the test frequencies and set
ωr = 5r−1ωinit

(
r = 1, 3

)
:

ω1 = 0.05, ω2 = 0.25, ω3 = 1.25, (35)

while remaining amplitudes (33) the same values.
Application of the iv4 routine for test frequencies (35) gave the following result:

ŵ(s)=
−0.0024441(s + 655.9)(s− 2.736)
(s + 0.2136)(s2 + 5.642s + 21.46)

≈ −1.59(s− 2.736)
(s + 0.2136)(s2 + 5.642s + 21.46)

.

The identification time was equal to τ = 5 650 sec, and varying this time period did not improve
the accuracy of identification using this routine.

The fourth experiment. For frequencies (35), amplitudes (33), and filtering time τ = 5 650 sec,
the routine d111sefad yielded the result

ŵ(s) =
−1.604s + 4.181

s3 + 5.485s2 + 21.96s + 4.182
=

−1.604(s− 2.607)
(s + 0.2001)(s2 + 5.285s + 20.9)

,

which is also close to the true transfer function; moreover, as τ increases, we have ŵ(s) → w(s).

6. CONCLUSIONS

The comparative study of the two methods of active identification under unknown-but-bounded
disturbances demonstrated

—the relation between the methods: for the case when the test signal is represented by the sum of
harmonics (6) with the given amplitudes and frequencies, the identification equations (22) and (24)
(for computing the coefficients of the identified plant) are related to each other via a nonsingular
matrix (see Assertion 4);

—the different capabilities of the methods:
1) the results of identification obtained with the finite-frequency method is less sensitive to errors

in the experimental data (frequency parameters) because of the self-tuning of the frequencies of
the test signal (6);

2) the finite-frequency method provides checking if there is a dependence between the test signal
and the exogenous disturbance; this allows for diminishing its effect on the results of identification
by varying the frequencies of the test signal or by compensating the component caused by such a
dependence.
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APPENDIX

A.1. Proof of Assertion 2

For the test signal and exogenous disturbance of the forms (6) and (12), respectively, Eq. (1)
has solution y(t) = y∗(t) + yu(t) + yf (t) such that

y∗(t) = cTeA(t−t0)

[
x(t0) +

n∑

r=1

ρrωr(Enω2
r + A2)−1b

]
, (A.1)

yu(t) =
n∑

r=1

ρr

[
αr sinωr(t− t0) + βr cosωr(t− t0)

]
, (A.2)

yf (t) =
∞∑

µ=0

fµ

|d(jωf
µ)|

sin(ωf
µt + ψf

µ), (A.3)

where A, b and c are the parameters of the Cauchy form of Eq. (1): ẋ = Ax + bu + mf y = cTx.
Hereafter, for ease of exposition, we consider tu = t0.

The component (A.1) can be represented in the form

y∗(t) =
n∑

ν=1

eλ∗ν(t−t0)[ρs
ν sinω∗ν(t− t0) + ρc

ν cosω∗ν(t− t0)] (A.4)

under the simplifying assumption that the n×n-matrix A has all distinct eigenvalues s∗ν = λ∗ν +jω∗ν(
ν = 1, n

)
.

Substituting this component into (7) instead of y(t) and taking the integral leads to

α∗r(τ)=
2

ρrτ

n∑

ν=1

(
vα
ν eλ∗ντ + ϑα

ν

)
, β∗r (τ)=

2
ρrτ

n∑

ν=1

(
vβ
ν eλ∗ντ + ϑβ

ν

)
, r=1, n,

where

vα
ν =ρs

ν(ρ
ss
ν ϕss

ν −ρsc
ν ϕsc

ν −ρcs
ν ϕcs

ν +ρcc
ν ϕcc

ν )+ρc
ν(ρ

ss
ν ϕcs

ν −ρsc
ν ϕcc

ν +ρcs
ν ϕss

ν −ρcc
ν ϕsc

ν ),

vβ
ν =ρs

ν(ρ
ss
ν ϕsc

ν +ρsc
ν ϕss

ν −ρcs
ν ϕcc

ν −ρcc
ν ϕcs

ν )+ρc
ν(ρ

ss
ν ϕcc

ν +ρsc
ν ϕcs

ν +ρcs
ν ϕsc

ν +ρcc
ν ϕss

ν ),

ϑα
ν = ρc

νρ
sc
ν − ρs

νρ
cc
ν , ϑβ

ν = ρs
νρ

cs
ν − ρc

νρ
ss
ν ,

ρss
ν = λ∗ν

λ2∗
ν + ω2∗

ν + ω2
r

(λ2∗
ν +ω2∗

ν +ω2
r )2−(2ω∗νωr)2

, ρsc
ν = ωr

λ2∗
ν − ω2∗

ν + ω2
r

(λ2∗
ν +ω2∗

ν +ω2
r )2−(2ω∗νωr)2

,

ρcs
ν = ω∗ν

λ2∗
ν + ω2∗

ν − ω2
r

(λ2∗
ν +ω2∗

ν +ω2
r )2−(2ω∗νωr)2

, ρcc
ν = 2

λ∗νω∗νωr

(λ2∗
ν +ω2∗

ν +ω2
r )2−(2ω∗νωr)2

,

ϕss
ν = sin ω∗ντ sinωrτ, ϕsc

ν = sin ω∗ντ cosωrτ,

ϕcs
ν = cosω∗ντ sinωrτ, ϕcc

ν = cosω∗ντ cosωrτ.

Since λ∗ν ≤ −σ < 0
(
ν = 1, n

)
, where σ = − max

1≤ν≤n
(Re λν(A)) is the degree of stability, we have

|α∗r(τ)| ≤ 2
|ρr|τ

(
n∑

ν=1

|vα
ν ||eλ∗ντ |+

∣∣∣∣∣
n∑

ν=1

ϑα
ν

∣∣∣∣∣

)
≤ 2

τ
(vre

−στ + ϑr),

|β∗r (τ)| ≤ 2
|ρr|τ

(
n∑

ν=1

|vβ
ν ||eλ∗ντ |+

∣∣∣∣∣
n∑

ν=1

ϑβ
ν

∣∣∣∣∣

)
≤ 2

τ
(vre

−στ + ϑr),

r = 1, n.
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Here, it is denoted

vr = (vρ
1 + vρ

2 + . . . + vρ
n)/|ρr|,

vρ
ν = (|ρs

ν |+ |ρc
ν |)(|ρss

ν |+ |ρsc
ν |+ |ρcs

ν |+ |ρcc
ν |) ≥ max(|vα

ν |, |vβ
ν |),

ϑr = max(|ϑα
1 + ϑα

2 + . . . + ϑα
n|, |ϑβ

1 + ϑβ
2 + . . . + ϑβ

n|)/|ρr|.

The scalars vr and ϑr
(
r = 1, n

)
depend on the initial state vector x(t0) which forms the ampli-

tudes ρs
ν and ρc

ν

(
ν = 1, n

)
of solution (A.4):

y
(γ)
∗ (t0) =

n∑

ν=1

[ρs
ν Im (λ∗ν + jω∗ν)

γ + ρc
ν Re (λ∗ν + jω∗ν)

γ ] =
n∑

ν=1

ρ∗ν(λ
∗
ν + jω∗ν)

γ =

= cTAγ

[
x(t0) +

n∑

r=1

ρrωr(Enω2
r + A2)−1b

]
, γ = 0, n− 1.

From the equation above, we obtain

[
ρ∗1 ρ∗2 · · · ρ∗n

]T
= S−∗O

[
x(t0) +

n∑

r=1

ρrωr(Enω2
r + A2)−1b

]
,

where

S∗ =




1 1 · · · 1
λ∗1 + jω∗1 λ∗2 + jω∗2 · · · λ∗n + jω∗n

...
...

. . .
...

(λ∗1 + jω∗1)n−1 (λ∗2 + jω∗2)n−1 · · · (λ∗n + jω∗n)n−1




, O =




c
cA
...

cAn−1




.

Clearly, for ω∗ν = 0, we have ρs
ν = 0 and ρc

ν = ρ∗ν . Otherwise, if ω∗ν′ 6= 0, there exists ω∗ν′′ 6= 0
such that λ∗ν′ = λ∗ν′′ and ω∗ν′ = −ω∗ν′′ . In that case we have ρc

ν′ = ρc
ν′′ = Re ρ∗ν′ = Re ρ∗ν′′ and

ρs
ν′ = −ρs

ν′′ = −Im ρ∗ν′ = Im ρ∗ν′′ .
The component (A.2) can be expressed in terms of the frequency parameters, with the Fourier

filters being its projectors on the appropriate pairs of functions orthogonal in L2. With these
functions, the frequency parameters can be found:

αr = lim
τ→∞

2
ρrτ

t0+τ∫

t0

yu(t) sin ωr(t− t0) dt,

βr = lim
τ→∞

2
ρrτ

t0+τ∫

t0

yu(t) cos ωr(t− t0) dt,

r = 1, n. (A.5)

Indeed, replacing y(t) with (A.2) in (7), we obtain

αu
r (τ) =

n∑

ν=1

[ανξ
ss
νr(τ) + βνξ

cs
νr(τ)] ,

βu
r (τ) =

n∑

ν=1

[ανξ
sc
νr(τ) + βνξ

cc
νr(τ)] ,

r = 1, n, (A.6)
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where

ξss
νr(τ) =

2
τ
· ρν

ρr

t0+τ∫

t0

sinων(t− t0) sin ωr(t− t0) dt,

ξcs
νr(τ) =

2
τ
· ρν

ρr

t0+τ∫

t0

cosων(t− t0) sin ωr(t− t0) dt,

ξsc
νr(τ) =

2
τ
· ρν

ρr

t0+τ∫

t0

sinων(t− t0) cos ωr(t− t0) dt,

ξcc
νr(τ) =

2
τ
· ρν

ρr

t0+τ∫

t0

cosων(t− t0) cos ωr(t− t0) dt,

ν = 1, n, r = 1, n.

Computing the limits of the tabulated integrals gives lim
τ→∞ ξss

rr(τ) = lim
τ→∞ ξss

rr(τ) = 1, lim
τ→∞ ξss

ν 6=r(τ)=

lim
τ→∞ ξcs

νr(τ)= lim
τ→∞ ξsc

νr(τ)= lim
τ→∞ ξcc

ν 6=r(τ)=0 (ν = 1, n, r = 1, n), which confirms the validity of (A.5).

As τ increases, the rate of decrease of the difference between (A.6) and (A.5) is given by

αu
r (τ)− αr =

1
τ

n∑

ν=1

[
ανξ

ss
νr(τ) + βνξ

cs
νr(τ)

]
,

βu
r (τ)− βr =

1
τ

n∑

ν=1

[
ανξ

sc
νr(τ) + βνξ

cc
νr(τ)

]
,

r = 1, n.

The absolute values of the functions ξ
ss
νr(τ) = ξss

νr(τ)− eνr, ξcs
νr(τ), ξsc

νr(τ), and ξ
cc
νr(τ) = ξcc

νr(τ)− eνr

have the form

|ξss
νr(τ)| = |(sin(ων − ωr)τ/(ων − ωr)− sin(ων + ωr)τ/(ων + ωr))ρν/ρr| ≤

≤ ξ
ss
νr = (1/(|ων − ωr|) + 1/(|ων + ωr|))|ρν/ρr|;

|ξcc
νr(τ)| = |(sin(ων − ωr)τ/(ων − ωr) + sin(ων + ωr)τ/(ων + ωr))ρν/ρr| ≤

≤ ξ
cc
νr = (1/(|ων − ωr|) + 1/(|ων + ωr|))|ρν/ρr|;

|ξcs
νr(τ)| = |(cos(ων − ωr)τ/(ων − ωr)− cos(ων + ωr)τ/(ων + ωr)− 2ωr/(ω2

ν − ω2
r ))ρν/ρr| ≤

≤ ξcs
νr = (1/(|ων − ωr|) + 1/(|ων + ωr|) + 2|ωr|/(|ω2

ν − ω2
r |))|ρν/ρr|;

|ξsc
νr(τ)| = |(cos(ων − ωr)τ/(ων − ωr)− cos(ων + ωr)τ/(ων + ωr) + 2ων/(ω2

ν − ω2
r ))ρν/ρr| ≤

≤ ξsc
νr = (1/(|ων − ωr|) + 1/(|ων + ωr|) + 2|ων |/(|ω2

ν − ω2
r |))|ρν/ρr|

for ν 6= r, and

|ξss
rr(τ)| = | − sinωrτ cosωrτ/ωr| ≤ ξ

ss
rr = 1/|ωr|;

|ξcc
rr(τ)| = | sinωrτ cosωrτ/ωr| ≤ ξ

cc
rr = 1/|ωr|;

|ξcs
rr(τ)| = |ξsc

rr(τ)| = | sin2 ωrτ/ωr| ≤ ξcs
rr = ξsc

rr = 1/|ωr|

otherwise. It is seen that they are bounded by the quantities ξ
ss
νr, ξcs

νr, ξsc
νr, and ξ

cc
νr (ν = 1, n, r =

1, n). Similarly,

|αu
r (τ)− αr| ≤ 2

τ
ξr, |βu

r (τ)− βr| ≤ 2
τ
ξr, r = 1, n,
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where ξr =
1
2

max
(

n∑
ν=1

(
|αν |ξss

νr + |βν |ξcs
νr

)
,

n∑
ν=1

(
|αν |ξsc

νr + |βν |ξcc
νr

) ) (
r = 1, n

)
.

It is also clear that for τ being multiple of 2π/ωδ and ωr
(
r = 1, n

)
being multiples of ωδ, we

have ξr = 0
(
r = 1, n

)
, where ωδ = min(ω1, ω2, . . . , ωn) and

αu
r (τ) = αr, βu

r (τ) = βr, r = 1, n.

The outputs of the Fourier filter excited by component (A.3) have the form

αf
r (τ) =

2
ρrτ

t0+τ∫

t0

yf (t) sinωr(t− t0) dt =
2

ρrτ

∞∑

µ=0

fµ

|d(jωf
µ)|
×

×
t0+τ∫

t0

sin(ωf
µt + ψf

µ) sin ωr(t− t0) dt =
2

ρrτ

∞∑

µ=0

fµ

|d(jωf
µ)|

sα
µr, r = 1, n,

βf
r (τ) =

2
ρrτ

t0+τ∫

t0

yf (t) cos ωr(t− t0) dt =
2

ρrτ

∞∑

µ=0

fµ

|d(jωf
µ)|
×

×
t0+τ∫

t0

sin(ωf
µt + ψf

µ) cosωr(t− t0) dt =
2

ρrτ

∞∑

µ=0

fµ

|d(jωf
µ)|

sβ
µr, r = 1, n,

where

sα
µr = −sin[(ωf

µ + ωr)(t0 + τ) + ψf
µ]− sin[(ωf

µ + ωr)t0 + ψf
µ]

2(ωf
µ + ωr)

+

+
sin[(ωf

µ − ωr)(t0 + τ) + ψf
µ]− sin[(ωf

µ − ωr)t0 + ψf
µ]

2(ωf
µ − ωr)

,

sβ
µr = −cos[(ωf

µ + ωr)(t0 + τ) + ψf
µ]− cos[(ωf

µ + ωr)t0 + ψf
µ]

2(ωf
µ + ωr)

−

−cos[(ωf
µ − ωr)(t0 + τ) + ψf

µ]− cos[(ωf
µ − ωr)t0 + ψf

µ]

2(ωf
µ − ωr)

.

Let us denote

d∗ = min
0≤ω≤∞

|d(jω)|,

s∗r = max
0≤µ≤∞

(1/|ωf
µ + ωr|+ 1/|ωf

µ − ωr|)/|ρr|
(
r = 1, n

)
.

With (13) in mind, we have

|αf
r (τ)| ≤ 2

|ρr|τ
∞∑

µ=0

1

|d(jωf
µ)|
|fµ||sα

µr| ≤
2
τ

s∗r
d∗

∞∑

µ=0

|fµ| ≤ 2
τ

s∗r
d∗

f∗,

|βf
r (τ)| ≤ 2

|ρr|τ
∞∑

µ=0

1

|d(jωf
µ)|
|fµ||sβ

µr| ≤
2
τ

s∗r
d∗

∞∑

µ=0

|fµ| ≤ 2
τ

s∗r
d∗

f∗,
r = 1, n.

Hence, the filtering errors satisfy the following inequalities:

|∆ αr(τ)| ≤ 2
τ
(vre

−στ + cr), |∆βr(τ)| ≤ 2
τ
(vre

−στ + cr), r = 1, n,

where cr = ϑr + ξr + s∗rf∗/d∗.
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A.2. Proof of Lemma 1

Equation (1) with test signal (6) possesses the solution

y(t) = y0(t) +
n∑

r=1

ρr

[
αr sinωr(t− t0) + βr cosωr(t− t0)

]
+ yf (t),

where

y0(t) = cTeA(t−t0)

[
x(t0) +

n∑

r=1

ρrωr(Enω2
r + 1A2)−1b

]
,

yf (t) = cT

t∫

t0

eA(t−τ)mf(τ) dτ.

Here A, b, c and m are the parameters of the Cauchy form of Eq. (1): ẋ = Ax+bu+mf , y = cTx.
Equation (19) with test signal (6) has the similar solution:

y̌(t) = y̌0(t) +
n∑

r=1

ρr

[
α̌r sinωr(t− t0) + β̌r cosωr(t− t0)

]
.

We next substitute the quantities u(p)(t) =
n∑

r=1
ρrω

p
r

[
Re jp sinωr(t − t0) + Im jp cosωr(t − t0)

]
,

y(p)(t)=y
(p)
0 (t)+

n∑
r=1

ρrω
p
r

[
(Re jpαr−Im jpβr) sin ωr(t−t0)+(Im jpαr+Re jpβr) cosωr(t−t0)

]
+y

(p)
f (t)

and y̌(p)(t) = y̌
(p)
0 (t)+

n∑
r=1

ρrω
p
r

[
(Re jpα̌r−Im jpβ̌r) sinωr(t− t0)+(Im jpα̌r +Re jpβ̌r) cos ωr(t− t0)

]

into the appropriate expressions to obtain
(
y(p), y̌(r)

)
=

n∑

µ=1

ρµωp
µ

n∑

ν=1

ρνω
r
ν ·

·
{(

[Re jpαµ − Im jpβµ] sinωµ(t− t0), [Re jrα̌ν − Im jrβ̌ν ] sinων(t− t0)
)

+

+
(
[Re jpαµ − Im jpβµ] sinωµ(t− t0), [Im jrα̌ν + Re jrβ̌ν ] cosων(t− t0)

)
+

+
(
[Im jpαµ + Re jpβµ] cosωµ(t− t0), [Re jrα̌ν − Im jrβ̌ν ] sinων(t− t0)

)
+

+
(
[Im jpαµ + Re jpβµ] cos ωµ(t− t0), [Im jrα̌ν + Re jrβ̌ν ] cos ων(t− t0)

)}
=

=
1
2

n∑

µ=1

ρ2
µωp+r

µ

(
[Re jpαµ − Im jpβµ][Re jrα̌µ − Im jrβ̌µ] + [Im jpαµ + Re jpβµ][Im jrα̌µ + Re jrβ̌µ]

)
=

=
1
2

n∑

µ=1

ρ2
µωp+r

µ

[
−α̌µ −β̌µ

]
×

(
Re jpRe jr + Im jpIm jr Re jpIm jr − Im jpRe jr

Im jpRe jr − Re jpIm jr Re jpRe jr + Im jpIm jr

)
×

[
−αµ

−βµ

]
=

=
1
2

n∑

µ=1

ρ2
µωp+r

µ

[
−α̌µ −β̌µ

]
× JrTJp ×

[
−αµ

−βµ

]
=

=
1
2
ȟTdiag

(
ρ2
1ω

p+r
1 ρ2

2ω
p+r
2 · · · ρ2

nωp+r
n

)
⊗ JrTJph =

=
1
2
ȟT

[
diag

(
ω1 ω2 · · · ωn

)
⊗ J

]rT ×
[
diag

(
ρ1 ρ2 · · · ρn

)
⊗ E2

]T×

×
[
diag

(
ρ1 ρ2 · · · ρn

)
⊗ E2

]
×

[
diag

(
ω1 ω2 · · · ωn

)
⊗ J

]p
h =

=
1
2
ȟTΩrTRTRΩph,
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(
y(p), u(r)

)
=

n∑

µ=1

ρµωp
µ

n∑

ν=1

ρνω
r
ν ·

·
{(

[Re jpαµ − Im jpβµ] sinωµ(t− t0), Re jr sinων(t− t0)
)
+

+
(
[Re jpαµ − Im jpβµ] sin ωµ(t− t0), Im jr cosων(t− t0)

)
+

+
(
[Im jpαµ + Re jpβµ] cos ωµ(t− t0), Re jr sinων(t− t0)

)
+

+
(
[Im jpαµ + Re jpβµ] cos ωµ(t− t0), Im jr cosων(t− t0)

)}
=

=
1
2

n∑

µ=1

ρ2
µωp+r

µ

(
[Re jpαµ − Im jpβµ][Re jr] + [Im jpαµ + Re jpβµ][Im jr]

)
=

= −1
2

n∑

µ=1

ρ2
µωp+r

µ

[
1 0

]
×

(
Re jpRe jr + Im jpIm jr Re jpIm jr − Im jpRe jr

Im jpRe jr − Re jpIm jr Re jpRe jr + Im jpIm jr

)
×

[
−αµ

−βµ

]
=

= −1
2
iTΩrTRTRΩph,

(
u(q), y̌(r)

)
= −1

2
ȟTΩrTRTRΩqi,

(
u(q), u(r)

)
=

n∑

µ=1

ρµωq
µ

n∑

ν=1

ρνω
r
ν ·

·
[(

Re jq sinωµ(t− t0), Re jr sinων(t− t0)
)

+
(
Re jq sinωµ(t− t0), Im jr cosων(t− t0)

)
+

+
(
Im jq cosωµ(t− t0), Re jr sinων(t− t0)

)
+

(
Im jq cosωµ(t− t0), Im jr cosων(t− t0)

)]
=

=
1
2

n∑

µ=1

ρ2
µωq+r

µ (Re jqRe jr + Im jqIm jr) =

=
1
2

n∑

µ=1

ρ2
µωq+r

µ

[
1 0

]
×

(
Re jqRe jr + Im jqIm jr Re jqIm jr − Im jqRe jr

Im jqRe jr − Re jqIm jr Re jqRe jr + Im jqIm jr

)
×

[
1
0

]
=

=
1
2
iTΩrTRTRΩqi.

Finally, substituting the values

(
u(q), u(r)

)
=

1
2

iTΩrTRTRΩqi,
(
y(p), u(r)

)
= −1

2
iTΩrTRTRΩph,

(
u(q), y̌(r)

)
= −1

2
ȟTΩrTRTRΩqi,

(
y(p), y̌(r)

)
=

1
2
ȟTΩrTRTRΩph

obtained above into system (21) and multiplying the associated equations by 2, we arrive at sys-
tem (24).
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